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Abstract

Predicting the efficacy of a drug for a given individual, using high-dimensional genomic measure-
ments, is at the core of precision medicine. However, identifying features on which to base the predic-
tions remains a challenge, especially when the sample size is small. Incorporating expert knowledge
offers a promising alternative to improve a prediction model, but collecting such knowledge is laborious
to the expert if the number of candidate features is very large. We introduce a probabilistic model
that can incorporate expert feedback about the impact of genomic measurements on the sensitivity
of a cancer cell for a given drug. We also present two methods to intelligently collect this feedback
from the expert, using experimental design and multi-armed bandit models. In a multiple myeloma
blood cancer data set (n=>51), expert knowledge decreased the prediction error by 8%. Furthermore,
the intelligent approaches can be used to reduce the workload of feedback collection to less than 30%
on average, compared to a naive approach.

1 Introduction

In genomics-based precision medicine, prediction is challenging due to large-scale -omics data with small
sample size. For example, in cancer studies the sample size is typically less than a thousand of cell lines,
and even fewer patients, whereas high-throughput methods produce thousands of genomic and molecular
features for each observation.

A natural way to deal with the problems caused by a small sample size is to measure more data.
This is, however, often not an available option, due to costs, risks, or the rarity of the disease. A more
rarely exploited alternative is to ask an expert. Prior elicitation techniques [1] have been used in Bayesian
data analysis for constructing prior distributions that take into account expert knowledge, and hence can
restrict the range of parameters to be later used in learning models [2, 3, 4]. These techniques focus
on how to reliably elicit knowledge, whereas in practice it is equally important to minimize the effort
required from the expert. Interactive and sequential learning can help by carefully deciding what to ask
the expert [5, 6, 7]. In this work, we leverage on the recent initial work on interactive expert knowledge
elicitation [8, 9, 10], and introduce sequential knowledge elicitation methods to the precision medicine
prediction task, illustrated in Figure 1. As a challenging case study, we predict drug responses of ex
vivo cell samples from blood cancer patients (n = 51), based on mutation data and cytogenetics markers
(in total 3032 features). Two well-informed experts were asked to provide feedback about the relevance
of features when predicting sensitivity of a cell-line to specific targeted drugs (relevance feedback). In
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Figure 1: Overview. Predictions in small-sample-size problems are improved by asking experts in an elicitation
loop. The system presents questions about relevance of the features to the expert sequentially, in order to maximize
performance with a minimal number of questions, i.e., on a budget. The expert answers the questions by indicating
the relevance of a feature and whether it is positively or negatively correlated with the drug response.

addition, we give the experts the option of telling if a feature is positively or negatively correlated with
the drug response (directional feedback).

Our main contribution is to show, for the first time, that sequential expert knowledge elicitation can
improve predictive modeling with high-throughput omics data in precision medicine.

2 Models and algorithms
2.1 Prediction model

A sparse linear regression model is used to predict drug sensitivities based on genomic features and elicited
expert knowledge. Let y, 4 be the sensitivity of the nth patient for drug d, and x,, € RM be the vector of
the patient’s M genomic features. We assume a Gaussian observation model y,, 4 ~ N(wgmn, 03), where
the wy € RM are the regression weights and 02 is the residual variance. We use a sparsity-inducing
spike-and-slab prior on the regression weights [11, 12]. Expert knowledge is incorporated into the model
via feedback observation models [9]. We extend the work from [9] to include directional feedback.

2.2 Expert knowledge elicitation methods

The purpose of expert knowledge elicitation algorithms is to sequentially choose queries to the expert, so
that the improvement in predictions is maximized.

Sequential experimental design. We introduce a sequential experimental design approach to select
the next (drug, feature) pair candidate to be queried for feedback from the expert, extending the work
in [9]. At each iteration, we find the pair where the feedback from the expert is expected to have the
maximal influence on the drug sensitivity prediction. The amount of information in the expert feedback is
measured by the Kullback—Leibler divergence (KL) between the predictive distributions before and after
observing the feedback. As the feedback value itself is unobserved before the actual query, an expectation
over the predictive distributions of the two types of feedbacks is computed in finding the (drug, feature)
pair with the highest expected information gain.

User model. We introduce an alternative additional approach for selecting the next (drug, feature)
pair candidate using a multi-armed bandit user model. We borrow this idea from the bandit literature
(see, for instance, [13]) to ensure that our user model concentrates the queries to the (drug, feature) pairs
that are likely to get an answer from the expert. We extend the work in [10] by using biological prior
information from DrugBank [14] and KEGG pathways in Molecular Signatures Database (MSigDB) [15]
to describe candidate pairs.
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Figure 2: Performance improves faster with the active elicitation methods than with randomly selected feedback
queries. The curves show mean squared errors as a function of the number of iterations for the three query
methods, with feedback of the senior researcher (left) and doctoral candidate (right). In each iteration, relevance of
a (drug, feature) pair is queried from the expert. The 50 independent runs of randomly selected queries are shown
in red, and their average in thick red line.

3 Experimental results

In order to evaluate the proposed methods, we applied them to real patient data and used feedback from
well-informed experts'. We simulated sequential expert knowledge elicitation by iteratively querying
(drug, feature) pairs for feedback, and answering the queries using the pre-collected feedback. We present
here the two main results of the experiments.

Expert knowledge elicitation improves the accuracy of drug sensitivity prediction. Table 1
establishes the baselines and shows that our model has performance comparable to the standard prediction
models? in leave-one-out cross-validation, without expert feedback. The main result is that feedback of
both of the experts improves the predictions, as can be seen in Table 1. The model with full feedback
from the senior researcher has 7% higher C-index and 8% lower MSE compared to the no-feedback model,
and is confidently better (bootstrapping over the predictions for the samples gives probabilities 0.98 for
C-index and 0.95 for MSE of the model with feedback performing better than the no-feedback model).

Table 1: Performance of drug sensitivity prediction without expert feedback in baseline models and our spike-
and-slab regression model. Comparison to the performance of our spike-and-slab regression model with full expert
feedback from SR = Senior Researcher, and DC = Doctoral Candidate. Values are averaged over the 12 drugs.
Best results with and without feedback on each row have been boldfaced.

Without feedback With full feedback
Data mean Ridge Elastic net Spike-and-slab SR DC
C-index 0.50 0.62 0.60 0.61 | 0.65 0.63
MSE 1.06 0.94 1.00 0.93 | 0.86 0.92

Sequential knowledge elicitation reduces the number of queries required from the expert.
Figure 2 shows that the sequential knowledge elicitation methods achieve lower error in prediction accuracy
with fewer feedbacks than random selection. On average, the sequential experimental design requires only
23% of the number of queries compared to random, and the bandit user model 32%, to achieve half of
the potential improvement.

!Collected information: We asked questions from two well-informed experts of multiple myeloma, using a form containing
161 mutations known to be related to cancer [16], and 7 cytogenetic markers. The experts were asked to evaluate relevance of
a feature to the response of 12 targeted drugs, grouped by the targets (BCL-2, Glucocorticoid, PI3K/mTOR, and MEK1/2).

2Ridge regression and elastic net are implemented using the glmnet R-package [17] with nested cross-validation for choosing
the regularization parameters.



4 Conclusion

In this extended abstract, we report the work where we showed, for the first time, that sequential expert
knowledge elicitation improves drug sensitivity prediction in precision cancer medicine. We also showed, in
a simulated user experiment with real expert feedback, that the proposed algorithms can elicit knowledge
from experts efficiently. The results indicate that expert knowledge can be very beneficial and, hence,
should be taken into account in modeling tasks of precision medicine. We found that the most efficient
elicitation method was different for the two experts. An obvious next question is how to combine the
two elicitation methods to optimally utilize the complementary principles in them. In the future we will
carry out a wider study to thoroughly quantify the effect of expert feedback, and to investigate further
the initial observations about the impact of the type of feedback and the level of seniority of the experts.
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