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Non-negative  matrix  factorization  (NMF)  has  already  been  proven  useful  for  the  analysis  of

biological  and  epidemiological  datasets,  as  e.g.  gene  expression,  RNAi  or  GWAS  data.  For

example,  Kim  and  Tidor  [1] have  applied  NMF  to  cluster  genes  and  to  predict  functional

relationships in yeast, Brunet et al. [2] utilized NMF to reduce the dimensionality of expression data

from thousands of genes to a handful of metagenes. Hutchins et al. [3] described a novel approach

to the characterization of putative regulatory sequence motifs based on NMF.

However, most approaches utilizing NMF focus on a single dataset.  Yet, oftentimes it is desirable

to  analyze  multiple  interrelated  datasets  concurrently  instead  of  analyzing  each one  separately.

There are only few approaches to this task proposed in literature. For example, Wang et al.  [4]

introduced a technique for the prediction of protein–protein interactions from multimodal biological

data sources. Gligorijević et al.  [5] presented a methodology for discovery of driver genes by a

holistic analysis of patient SNP data, demographic data and gene-gene interaction data. 

These applications of NMF utilize an approach presented already in 2008 by Wang et al. [6] which

consists  of  the  inclusion  of  multiple  relation  matrices  into  the  objective  function  of  the  NMF

problem, the usage of matrix tri-factorization by introduction of an additional matrix which relates

the two factor matrices to each other, and the addition of a graph laplacian in order to be able to

include intra-type data, e.g. protein-protein interaction data.

While the methods described above are shown to yield superior results compared to other methods

in the field, all of these algorithms rely on standard multiplicative updates, which oftentimes show

slow convergence [7, 8]. Here, we propose a novel method for the fast integrative and concurrent

analysis of interrelated datasets. For this purpose we adapt and extend the well-known Hierarchical

Alternating Least Squares (HALS) algorithm for NMF [9, 10].  

Our  contribution  is  threefold.  First,  to  be  able  to  represent  the  contributions  of  single  factor

combinations, we adapt HALS for matrix tri-factorization. As stated above, an additional matrix has

to be inserted in the formulation. 

Second, we extend HALS to handle the factorization of multiple relations concurrently. This way it

is possible to integrate data from multiple sources as well as prior knowledge directly into one

single analysis. 

Third,  we introduce  the  option  of  weighted  input  into  our  algorithm to enable  the  analysis  of

incomplete  input  data,  which  is  a  common case  in  biological  data.  Here,  instead  of  imputing



unobserved  input  values  or  representing  them  as  zero,  a  weight  mask  is  introduced  into  the

methodology.

We show the behavior of our proposed method by applying it to multi-relational biological data, as

e.g. for the stratification of cancer subtypes by patient mutation profiles and expression data of

ovarian,  uterine and lung cancer  cohorts  from The Cancer  Genome Atlas  as well  as  additional

molecular network data, and comparing it to current state-of-the-art NMF analysis algorithms. 
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